








Question 1 (30 minutes):

1. (a) Explain what an estimator is and why its optimality can only be assessed

via its sampling distribution.

(b) Explain briefly the following properties of an estimator:

(i) weak consistency, (ii) strong consistency, (iii) unbiasedness, (iv) full efficiency.

Hint: if it helps, illustrate your answers assuming a simple statistical model.

(c) In the context of the simple Bernoulli model:

 v BerIID( (1− )) =1 2    =0 1 0≤≤1 (1)

where ‘BerIID’ stands for ‘Bernoulli, Independent and Identically Distributed’,

discuss whether the following functions constitute possible estimators of  :

(i) b1= (ii) b2=1
2
(1 −)

(iii) b3=1
3
(1+2+) (iv) b= 1



P

=1

(d) Using your answer in (c): (i) state which of the properties (i)-(iv) in (b) hold

for the estimators in (c) and select the most optimal, explaining your answer.

(e) Using your answer in (d), explain why relative efficiency is practically useless

when the ‘best’ estimator is inconsistent.

(f) Explain why the following definitions of:

(i) Unbiasedness:

(b) =  for all ∈Θ (2)

and (ii) the Mean Square Error:

MSE(b)=(b−)2= (b) + [(b)]2 for all ∈Θ (3)

make no sense in the context of frequentist estimation because of the quantifier ‘for

all ∈Θ’.
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Question	  2	  (40	  minutes)	  

Consider	  a	  simultaneous	  equation	  model	  based	  on	   𝒚𝟏
(!×!) ,

𝒚𝟐
(!×!) ,

𝒙𝟏
(!×!) ,

𝒙𝟐
(!×!):	  

1         𝒚𝟏 = 𝛾!𝒚𝟐
!! + 𝒙𝟏𝜹𝟏 + 𝒖𝟏	  

2         𝒚𝟐 = 𝛾!𝒚𝟏 + 𝒙𝟐𝜹𝟐 + 𝒖𝟐	  

Furthermore,	  𝐸 𝒖𝟏 𝒙𝟏,𝒙𝟐 =   𝐸 𝒖𝟐 𝒙𝟏,𝒙𝟐 =   0	  

a) [12	  min]	  Suppose	  you	  are	  asked	  to	  estimate	  equation	  (2)	  only.	  	  How	  would	  you
estimate	  this	  single	  equation	  consistently	  and	  efficiently	  using	  data	  on	  y1,	  y2,	  x1,
x2?	  	  Please	  explain	  your	  answer	  carefully	  and	  be	  clear	  about	  any	  assumptions
you	  need	  to	  make.

b) [6	  min]	  Suppose	  𝛾! = 0.	  	  Are	  𝜹𝟏	  and	  𝛾!	  identified?	  	  Why	  or	  why	  not?

c) [14	  min]	  Now	  suppose	  𝛾! = 0.	  	  Let	  𝒚𝟐 = 𝒙𝟐𝜹𝟐,	  where	  𝛿!	  denotes	  the	  OLS
estimates	  of	  equation	  (2)	  with	  the	  assumption	  of	  𝛾! = 0.	  	  Does	  Nonlinear	  Least
Square	  (NLS)	  estimation	  of	  	  𝒚𝟏 = 𝛾!𝒚𝟐

!! + 𝒙𝟏𝜹𝟏 + 𝒖𝟏	  consistently	  estimate	  𝜹𝟏,	  𝛾!,
𝛾!?

[Hint:	  there	  are	  multiple	  cases	  to	  consider	  as	  𝛾!,	  𝛾!	  vary,	  you	  should	  present
your	  answers	  by	  different	  cases	  where	  different	  values	  of	  𝛾!,	  𝛾!	  are	  assumed:	  a.
𝛾! = 0;	  b.	  𝛾! ≠ 0,	  𝛾! = 0;	  c.	  	  𝛾! ≠ 0,	  𝛾! = 1;	  d.	  𝛾! ≠ 0,	  𝛾! ≠ 0  𝑜𝑟  1]

d) [8	  min]	  Please	  write	  down	  the	  specific	  sample	  moment	  conditions	  you	  would	  use
to	  simultaneously	  estimate	  all	  the	  parameters	  of	  the	  model	  in	  equation	  (1)	  and
(2)	  using	  GMM.	  	  Note:	  Define	  𝒁𝒊 = 𝒙𝒊𝟏 ∪ 𝒙𝒊𝟐.
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Question 3 (20 minutes)  

Consider the 156 quarterly observations on Yt and Xt  plotted below against time.  These data are
observations on an actual U.S. macroeconomic time series from 1975 to 2013 and have been
linearly detrended.  Let ΔYt be defined as the change in Yt  /  Yt - Yt-1.

a. Presuming that Yt is the logarithm of Zt, what (in a few words) does ΔYt measure in relation
to Zt?

b. Letting  denote the original (trended) data, how was Yt produced?

c. Do the two time series plotted above appear to exhibit a high degree of persistence?  In other
words, do the fluctuations in these time series tend to persist over time, lending a smooth
appearance to the plotted time path of the series, or do the fluctuations instead tend to die out
promptly?  (Answer “yes” or “no.”)

d. How would the persistence in Yt be most simply quantified with a single sample statistic?
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e. How could you quantify the persistence in Yt with a simple linear regression equation?

f. Suppose that you estimated the parameter β in the regression model,

ΔYt = α + βYt-1 + λ Xt-1 +  γ1 ΔYt-1 + ... + γ1 ΔYt-k + Ut (1)

where Xt-1 is some explanatory variable and k is chosen to be sufficiently large that serial
correlation in Ut is apparently negligible.  

i. Suppose that Yt has a “unit root”  –  i.e., is I(1), or “integrated of order one,” or needs
to be differenced in order to have a well-defined (i.e., finite and constant) population
variance, etc.  Would you in that case expect the population value of β to be negative,
zero, or positive?  

ii. If Yt is instead I(0), would you expect the population value of β to be  negative, zero,
or positive? 

iii. Does the usual estimated t ratio on the OLS estimate of β yield a valid test of the null
hypothesis that β is zero?  {Hint: the answer to this question is “no.”  Under the null
hypothesis that Yt ~ I(1), then the the sampling distribution of the estimated t ratio on 
is not Student’s t but instead has a sampling distribution tabulated by Dickey and Fuller;
consequently, this test is called the “augmented Dickey-Fuller” test or “ADF” test.}

iv. If the ADF test rejects its null hypothesis (at the 5% level, say) does this provide
evidence that Yt is so persistent as to be I(1)?  Or does this result provide evidence that Yt
is not actually that persistent and that Yt does not in fact have a unit root?

v. Unit root tests, such as the ADF test, are notoriously low in power – especially for
 highly persistent time series, where we might particularly need a good test.  What then,
does it mean if the ADF test fails to reject its null hypothesis?
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